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 Abstract 
 　 Privacy policies dictate how data, including personal information, is used in 
digital services and how privacy is protected.  However, data is being bought and 
sold through data brokers, and digital service providers are rapidly increasing 
their profits.  S. Zuboff calls this situation “surveillance capitalism” and points out 
that it is based on the mechanism of “rendition,” in which all human experience is 
converted into data, which is then handed over to service companies. 
 　 Therefore, in order to investigate how privacy policies work against 
rendition, it is necessary to organize how privacy policies have been analyzed 
in previous research and how rendition is or is not addressed.  From there, we 
make recommendations on the state of privacy policy research with a focus 
on rendition. 75 research articles were included, and they were classified into 
five categories according to the nature of the research.  It can be pointed out 
that existing privacy policy studies are mostly concerned with policy design 
and format and with content, and do not recognize rendition as a problem and 
therefore are insufficient for the protection of personal privacy. 
 　 Surveillance capitalism manipulates people’s behavior by manipulating 
people from the level of desire, based on psychologist B.F. Skinner’s mode of 
thinking.  The current privacy protection system does not serve the purpose 
of protecting privacy to promote free will.  Digital services manipulate people’s 
behavior through rendition and deprive them of their self-manipulability, leading 
to the denial of human dignity.  Privacy policies do not protect people’s self-
manipulability and may condone the manipulation of people’s behavior. 

 1．INTRODUCTION 

 　 The manner in which personal information and data are used in digital services 
and the policies for privacy protection are defined by the privacy policies of digital 
service providers.  Although there is no legal definition of privacy policies, the 
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Japan Advertising Agencies Association (JAA) defines a privacy policy as “a 
written policy regarding the collection, use, management, and protection of personal 
information” 1 .  According to Jennifer Laird 2 , a legal writer for PrivacyPolicies.com, a 
company that drafts privacy policies for companies’ digital services, a privacy 
policy is a document that discloses what information is collected from users and 
why it is collected 3 .  It specifically describes the collection and use of personal data, 
such as cookies, and restricts the data that users may share 4 . 
 　 While these privacy policies are designed to protect personal information, the 
reality is that, the data generated by the use of digital services such as social 
networking sites and various applications - data that people provide without 
consciously or gratuitously 5 - is sold to data brokers by the companies and 
organizations that operate the digital services. 
 　 At the time it was purchased, it is nothing more than a jumble of information.  
However, data brokers, through their own organization and analysis, extract 
information on people’s behavior and preferences from this data and process it into 
a usable form.  The processed data is then sold to digital service companies that 
need the information.  The digital service companies use the data to look into the 

1 　Japan Public Relations Association (Retrieved March 29, 2023, https://www.koho.or.jp/
useful/qa/sonota/sonota03.html).

2 　Assistant Professor of Sociology at Lehman College.
3 　Privacy Policy.com, “What is a Privacy Policy?”, (Retrieved February 15, 2023, https://
www.privacypolicies.com/blog/what-is-privacy-policy/).

4 　Digital services have terms of use that are separate from privacy policies. In some cases, 
the contents of the privacy policy are incorporated into the terms of use (Itakura 2013), but in 
general, they are created separately. Therefore, in this paper, terms of use and privacy policy 
are treated as different terms.

5 　Rapid digitalization is increasing the influence of information and data in economic and 
social activities on modern society. Digital services are becoming increasingly popular in 
many fields, such as healthcare, education, retail, and communication. With the increased use 
of digital services, large amounts of data are being generated. Much of human behavior, both 
in the real world and online, is recorded in online services. For example, walking distance 
and physical activity are converted into health care data, while financial status and income/
expenses are converted into data through cashless payment. A user’s purchase history on a 
shopping site provides data on his or her purchasing habits; following a favorite account on a 
social networking service and “liking” its posts converts data on the person’s entertainment 
and genre preferences; and the user’s “likes” on a social networking service converts data on 
the person’s interests and preferences into data.
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preferences and usage trends of users, and provide services to individuals in line 
with them to gain profits.  This manipulation of information transforms data, 
including personal information, into something so important that it has been called 
“the new oil of the 21st century” 6 . 
 　 Digital services have thus rapidly increased their profits.  This situation, Zuboff 
argues, is a kind of mutation of capitalism and named it “surveillance capitalism”.  
Surveillance capitalism is “a new economic order that claims human experience as 
free raw material for hidden commercial practices of extraction, prediction, and 
sales” (Zuboff 2019=2021: ii). 
 　 Zuboff says that the foundation of surveillance capitalism lies in the 
transformation (render) of people’s experiences into data, which is then handed 
over (render) to digital service companies.  She calls this mechanism “rendition”. 
 　 What is even more remarkable is that the data people generate online is not 
only used to understand current preferences and trends.  It is also being used as 
“prediction products” to predict possible behavior on digital services and to 
manipulate that behavior so that companies can profit from it.  For example, 
companies that use them offer services to people who exhibit certain behavioral 
tendencies, based on predictions of their likely behavior.  In doing so, however, 
these companies also manipulate the person through digital nudges 7  to make it 
easier for the person to choose the service 8 .  In other words, through their digital 
services, companies are actually intervening in people’s behavioral choices. 
 　 Zuboff insists that the basis of surveillance capitalism is a way of thinking that 
regards human beings not as “individuals” with dignity and personality, but as a 
group of organisms, or the “Other-One”.  This thought is derived from the 
psychologist B.F. Skinner (1971 ― 2013), who based his theory on the idea that people 
do not choose their actions according to their own will.  He argued that humans are 

6 　Ministry of Internal Affairs and Communications, “WHITE PAPER Information and 
Communications in Japan Year 2008”.

7 　It has gained attention in behavioral economics as a way to get people to take actions that 
are desirable for services. Hakuhodo Marketing Systems proposes digital marketing using 
digital nudges. (Retrieved March 29, 2023, https://www.hakuhodo-ms.co.jp/service/digital_
nudge/)

8 　Behavioral manipulation through rendition affects not only behavior in web-based services, 
but also behavior in the real world. As an example, Zuboff mentions the Pokémon Go craze. 
This application interferes with people’s behavior in reality through their smartphones and 
applications.



― 62 ―

An Analysis of Privacy Policy Research: From the Perspective of Rendition in Surveillance Capitalism Theory

always under the control of their surrounding environment, and therefore, all 
human behavior is merely the result of that control.  Thus, he argued that through 
proper conditioning, human behavior is manipulable, and Zuboff noted that this 
mode of thinking is at the foundation of surveillance capitalism, which robs human 
beings of their free will and impairs their dignity. 
 　 And in reality, such rendition is quite common in digital services.  If so, how do 
privacy policies function in response to rendition? Although there have been many 
previous studies on privacy policies, none of them have focused on rendition 9 . 
 　 A study by S. Shinoda et al. (2017) is a good example of an analysis of various 
studies on privacy policies.  This study reviews the various privacy policy research 
to date and categorizes them into four categories: “research on the design and 
format of presented texts,” “research on the content of presented texts,” “research 
on the timing of privacy policy presentation,” and “correlations among trust, 
intention to start using services, and intention to acquire data.  However, the study 
does not clarify whether these studies include analyses related to rendition, and 
there are many subsequent studies that they do not address, as five years have 
passed since the study was conducted. 
 　 Therefore, this paper reorganizes various privacy policy studies that they did 
not deal with, referring to the classification of Shinoda et al.  In other words, I 
would like to analyze how rendition is or are not treated in various existing privacy 
policy studies, and then suggest the way of privacy policy research from the 
perspective of rendition. 

 2．REFERENCE SURVEY SUBJECTS AND METHODS 

 　 In this chapter, I survey various studies on privacy policies, and while focusing 
on how rendition is treated in these studies, I examine and reorganize the 
classification items indicated by Shinoda et al.  This survey includes the studies on 
privacy policies mentioned by Shinoda et al. as well as those not mentioned by 
Shinoda et al. and the latest ones. 

 2.1．Studies to be investigated 

 　 In this paper, I used Google scholar to extract privacy policy research.  I 

9 　The rendition mechanism has existed since before Zuboff pointed it out.
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searched for articles using the words “privacy policy” or “privacy policy” (search 
date: February 1, 2023) 10 .  I collected studies that were available online in order of 
relevance to the search term.  Furthermore, I excluded from our survey those 
studies that did not focus on privacy policies per se.  For example, I excluded 
studies in which privacy policy was only treated as one of the survey items when 
investigating people’s privacy awareness 11 , studies on the technical aspects of 
developing privacy policy-compliant systems and applications 12 , and studies that 
propose the use of technological mechanisms during policy development to ensure 
that privacy policies are consistent with privacy laws and regulations 13 . 
 　 As a result, the remaining 65 research papers (25 in Japanese and 40 in English) 
were selected for this survey 14 .  Of course, this is not an exhaustive list, and the 
possibility of bias cannot necessarily be ruled out, but on this basis, the survey aims 
to understand the current trends in this type of research. 

 2.2．Research methods 

 　 Shinoda et al. classify existing studies on privacy policy into the following four 
categories based on the nature of their research content: “(1) Research on the 
design and format of presented texts.” “(2) Research on the content of presented 
texts.” “(3) Research on the timing of privacy policy presentation.” “(4) Correlations 
among trust, intention to start using services, and intention to acquire data.” 
 　 Shinoda et al. do not, however, establish detailed criteria for classification.  

10　Use only this term in the search as multiple keywords yield very few hits in the literature. 
For example, in Google Scholar, a search for literature on privacy policies of a particular 
company by combining the names of specific companies turned only a small number of 
research that briefly mentioned a paticular company’s privacy policy in the context of an 
analysis of privacy policies.

11　Tabata, Akio, 2014, “<Research Note> Privacy Awareness of Kwansei-Gakuin University
Students: in regard of “Privacy Paradox”,  Bulletin of the Faculty of Sociology, Kwansei Gakuin 

University , 118: 89 ― 101.
12　Kojima, Takao, and Yukio Itakura, 2008, “The Automatic Analyzing Method of a Privacy 

Policy Matching Engine,”  Computer Security Group (CSEC) , 21 (2008 ― CSEC ― 040), 91 ― 96.
13　Backes, Michael, Markus Durmuth, and G. Karjot, 2004, “Unification in privacy policy 

evaluation-translating EPAL into Prolog.”,  Fifth IEEE International Workshop on Policies for 
Distributed Systems and Networks (POLICY 2004) .

14　The reason for the small number of Japanese-language references compared to English-
language references is that I could not find more than 30 papers on the subject of privacy 
policy that were available for review.
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Moreover, in their classification, they merely describe the essence of the studies 
included in each category in a simplified manner.  Therefore, I will reexamine the 
contents of the papers to which Shinoda et al. to refers to and elaborate the criteria 
for classification. 
 　 First, in “(1) Research on the design and format of presented texts,” Shinoda et 
al. classify the studies by Y. Pan et al. (2006), I. Adjerid et al. (2013), J. Gluck et al. 
(2016), and P. G. Kelly et al. (2009). 
 　 Pan et al. found that the amount of text in a privacy policy has no effect on 
users’ sense of trust.  Adjerid et al. and Gluck et al. rather find that short privacy 
policies are effective in communicating information.  Kelly et al. made a comparison 
table of privacy policy designs of financial institutions and investigated the extent 
to which different designs affect users’ understanding of the policies. 
 　 All of these studies, which Shinoda et al. chose for classification (1), consider the 
relationship between the form and quantity of the policy and users’ understanding 
of the policy rather than the content of the privacy policy itself.  In other words, it 
can be said that Shinoda et al. assumed that the criterion for classification (1) was 
whether the study focused on the quantity, textual expression, and structure of 
privacy policies. 
 　 Next, as “(2) Research on the content of presented texts,” Shinoda et al. cite the 
studies by Takasaki et al. (2014) and B. Brendt et al. (2005).  Takasaki’s study 
suggests that the degree of transparency in the explanation of how data is used 
influences privacy concerns. 
 　 Brendt et al. investigated whether a difference in willingness to provide data to 
a website occurs between groups that read policies written in accordance with EU 
data protection regulations and those that do not, and found that no significant 
difference occurs.  These are studies on the content of privacy policies and the 
impact of their content on users, and Shinoda et al. include in category (2) studies 
that focus on the content of privacy policies, rather than on the amount of text or 
format of the privacy policy. 
 　 Next, “(3) Research on the timing of privacy policy presentation” includes studies 
by H. Takasaki et al. (2010), I. Adjerid et al. (2013), J. Lin et al. (2012), R. Balebako et 
al. (2013) and R. Balebako et al. (2015).  According to Takasaki et al.’s study, 
obtaining prior consent from users to use data and other information through 
privacy policies does not affect users’ intentions to use services or to disclose 
information. 



― 65 ―

 　 Adjerid et al. found that 15 seconds after a privacy policy is presented, people 
who read the policy forget its content; Lin et al. found that whenever an application 
accesses a mobile device’s internal resources, informing the user of the access 
status improves the user’s privacy awareness by informing the user each time the 
application accesses the internal resources of the mobile device.  Lin et al. also 
suggest that clearly communicating the purpose of data use can increase user trust 
in the service provider and reduce user anxiety, benefiting both the user and the 
service provider. 
 　 Balebako et al. (2013) conducted an experiment in which users were presented 
with the individual details of their privacy policy, such as the transmission of data 
to external parties and access to data by applications, at the appropriate time (just-
in-time), and found that users were not fully aware of how their data was shared 
with third parties.  It became clear that users were not fully aware of how their 
data was shared with third parties.  Therefore, I point out that it is undesirable to 
assume that users understand the trade-offs between applications and data sharing. 
 　 Furthermore, according to Balebako et al. (2015), displaying a privacy notice 
each time a smartphone application is being used improves recall compared to 
displaying it in the app store.  Thus, making privacy policies more memorable can 
help people make well-informed decisions about privacy. 
 　 Shinoda et al. labeled these studies as “research on the timing of privacy policy 
presentation,” but this includes studies that focus not only on the timing but also on 
the effects that the presentation method causes on users. For this reason, the 
classification name in this paper is changed from that set by Shinoda et al. and is 
now “(3) Research on how privacy policies are presented.” 
 　 Next, “(4) Correlations among trust, intention to start using services, and 
intention to acquire data” includes studies by M.J. Metzger et al. (2006) and H. 
Takasaki (2010).  Metzger et al. found that certain trust and assurance mechanisms, 
including privacy policies, e-retailers’ reputation, and concerns about personal 
privacy and data security on trust in commercial websites and disclosure of 
personal information, and concluded that the content of privacy policies have no 
effect on trust in or disclosure of information to retailers via the Internet. 
 　 Takasaki et al. also found that the higher the concern for privacy protection, the 
lower the willingness to disclose data and use services.  Based on the inclusion of 
such studies, it can be said that studies analyzing the impact of privacy policies on 
users’ sense of trust fall under this category. 
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 　 Shinoda et al. classify these studies as “correlations among trust, intention to 
start using services, and intention to acquire data”, but the studies categorized 
there rather explore the nature of privacy policies that promote people’s use of 
services.  Therefore, for the classification in this paper, I use the classification name 
of “(4) Research on the relationship between privacy policies and intention to use 
services,” which is different from the classification name of Shinoda et al. 
 　 So far, we have organized the four classifications by Shinoda et al. and 
attempted to review the criteria for the literature review conducted in this paper.  
However, there are various privacy policy studies other than those discussed by 
Shinoda et al., and not a few of them do not fall under any of the classifications.  
For this reason, a fifth classification, “(5) Others,” is proposed in this paper.  In the 
next section, we will classify and organize previous privacy policy research based 
on these five categories. 

 3．CLASSIFICATION RESULTS 

 　 In this chapter, the studies selected in Section 1 of Chapter 2 are classified 
according to the classification criteria in Section 2.2.  First, the number of eligible 
papers by classification is shown below.  In reviewing the classification results for 
both Japanese and English literature, it can be seen that “(1) Research on the 
design and format of presented texts” and “(2) Research on the content of 
presented texts” and “(5) Others” are common to both researches written in either 
language.  In particular, the fact that (1) is more common than the other items is 
also common to both Japan and other countries. 
 　 From these findings, it can be assumed that privacy policy research in Japan 
and research in other countries are in a similar direction.  Based on these results, 
the reviewed studies under study were categorized and are shown in Table 1.  The 
number of research used in the study by Shinoda et al. is shown in parentheses <>.  
The research papers subject to classification are also listed in Table 2 at the end of 
this paper. 
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 3.1．(1) Research on the design and format of presented texts 

 　 (1) is a group of studies that focus on the difficulty and complexity of the text 
and structure of privacy policies as factors that hinder users’ understanding and 
propose improvements.  Studies categorized here include F. Liu et al. (2018), K.  
Takemori et al. (2013), S. Kanamori et al. (2017), K. Kawaguchi (2019), and Y. 
Shvartzshnaider et al. (2019).  Users do not understand privacy policies, let alone 
read them, as Liu et al. (2018) noted.  Shvartzshnaider, Kanamori, and Kawaguchi 
cited expressions that were difficult or ambiguous as reasons for this.  Kanamori 
also pointed out that privacy policies for paid services are more likely to be read 
than those for free services.  Liu and Takemori suggested the need to construct a 
clear privacy policy, for example, a system that automatically arranges the 
important information that each company should include in its privacy policy. M. 
Bergmann (2009) presents a proposal to display privacy policy items that are 
relevant to the use of the service, noting that such a display method would increase 
users’ privacy awareness. 
 　 A. Besmer et al. (2010), E. Costante et al. (2012), F. Liu et al. (2014), and K. 
Ghazinour et al. (2016) have raised measures to devise privacy policy design and 
format. Besmer et al. propose incorporating social navigation 15  features into privacy 

15　Social navigation is the sharing and use of knowledge and information among users on the 
Internet for decision making and problem solving in the use of digital services (Aragaki and 

Table 1　Classification table of the reviewed research

Classification Number of research
(Japanese)

Number of research
(English)

Number of research
(Japanese and English)

(1) 9 23 <4> 32 <4>
(2)  6 <1> 15 <1> 21 <2>
(3)  3 <1>  1 <1>  4 <2>
(4)  3 <1>  2 <1>  5 <2>
(5) 7 6 13

Total 28 <3> 47 <7> 75 <10>
Note:  (1) Research on the design and format of presented texts

(2) Research on the content of presented texts
(3) Research on how privacy policies are presented
(4) Research on the relationship between privacy policies and intention to use services
(5) Others

The numbers in parentheses <> are the number of references that were included in the study by 
Shinoda et al. (2017) in the research that are the subject of analysis in this paper.
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policy displays to facilitate people’s understanding of privacy policy content and to 
assist them in decision making. 
 　 Costante et al. and Liu et al. (2014) suggest that using machine learning 
techniques to analyze and categorize the content of privacy policies can help create 
policies that make it clear what part of the data used by digital services the policy 
covers.  Ghazinour et al. also examined the usability impact of policy simplification 
using a Privacy Policy Visualization Model (PPVM) as a measure to facilitate the 
reading of privacy policies, noting that it enables users to make informed decisions. 
 　 However, if when we consider that understanding privacy policy also means 
understanding that using a service means being taken in by the rendition 
mechanism, then this group of studies in this classification is also indirectly related 
to rendition. 
 　 The purpose of these studies is to improve users’ understanding of privacy 
policies, not to focus directly on rendition.  However, studies on the design and 
format of privacy policies increase the probability that users will read privacy 
policies and contribute to a better understanding of privacy policies by users, so 
that users can make decisions about using services based on a more accurate 
understanding of the contents of privacy policies.  And this is the reason why I can 
say that this category of studies is intended to.  Therefore, it can be said that this 
group of studies in this category is also indirectly related to rendition. 

 3.2．(2) Research on the content of presented texts 

 　 Studies focusing on privacy policy content are diverse.  First, there are studies 
by A. Alabduljabbar (2022), S. Cockcroft et al. (2016), and L.B. Movius et al. (2009) 
that compare privacy policy content.  Alabduljabbar examined privacy policies for 
paid and free content and found that policies for paid content were relatively 
transparent regarding data protection and other issues, while free content did not 
differ much in policy content despite the different content.  Cockcroft et al. and 
Movius focused on cultural differences and found that these differences were 
reflected in privacy policy content. 
 　 In another studies, Md. Moniruzzaman et al. (2010) pointed out that controlling 
access to data through policies is what privacy is all about, and privacy can be 
protected by clearly stating the control of data access within privacy policies.  

Yasumura 2014).
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B. Andow et al. (2019) also analyzed 11430 application privacy policies using 
PolicyLint 16  and noted that 14.2% of them contained inconsistencies that could 
indicate misleading statements. 
 　 Thus, the analysis of privacy policy content includes a comparison of policy 
content and pointing out problems that current privacy policies have.  Since there 
are studies that suggest changing the contents of privacy policies in a way that 
limits the collection of data, it can be said that studies are included to deter the 
progression of rendition. 

 3.3．(3) Research on how privacy policies are presented 

 　 Research on privacy policy presentation includes those by V. Bannihatti Kumar 
et al. (2020), S. Ichinose et al. (2013), A. Takenouchi et al. (2020), and F. Shinbo (2003). 
 　 Kummer et al. propose a presentation method that extracts only the opt-out 
portion of the privacy policy.  Ichinose et al. propose a presentation method that 
extracts only the opt-out part of the privacy policy.  Ichinose et al. point out that 
few applications properly post privacy policies.  According to Takenouchi et al., 
devising a method of presenting privacy policies and other terms of use did not 
promote users’ reading of the terms.  Shinbo points out that privacy policies need 
to be posted in appropriate situations in administrative services as well. 
 　 Although these research does not focus on rendition, they can improve users’ 
awareness of privacy policies by studying the appropriate presentation of policies.  
Therefore, it can be said that these studies promote the users’ understanding of the 
existence and content of privacy policies for digital services before using them, and 
these studies can be said to have a deterrent effect on the progression of rendition. 

 3.4． (4) Research on the relationship between privacy policies and intention to 

use services 

 　 Research by S. Shinoda et al. (2017), H. Takasaki (2016), L.J. Strahilevitz et al. 
(2016), and H.M. LaMonica et al. (2021) analyzed the relationship between privacy 
policy and intention to use services. 
 　 Shinoda et al. propose a survey method to analyze whether changes in users’ 

16　PolicyLint is a lint tool designed to identify inconsistencies within privacy policies. A lint tool 
is a checking tool that can verify the description of source code in a programming language 
against various rules.
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intentions and behavior due to the presentation of privacy policies benefit service 
providers. 
 　 Takasaki analyzes how people’s privacy concerns affect their intention to use 
the service, and points out that there are various types of privacy concerns, 
including latent anxiety, resistance to information disclosure, and concern about 
secondary use infringement.  He then points out the need to address each type of 
concern, since the problematic factors differ for each type of concern.  He then 
points out that the perception of privacy policy by people may cause a decrease in 
their willingness to use the service. 
 　 Strahilevitz et al. point out that even if users of a service read the privacy 
policy, it does not affect their trust in the service.  LaMonica et al. point out that 
the lack of transparency in privacy policies undermines users’ trust that steps are 
being taken to protect the privacy of their personal information. 
 　 Although these studies do not deal directly with rendition, given the 
development of each study that the way privacy policies are presented creates a 
sense of trust in digital services and encourages their use, it can be said that the 
study in category 4 differs from (1), (2), and (3) in that it considers privacy policies 
as something that facilitates rendition. 

 3.5．(5) Others 

 　 In this section, I will organize studies that are not included in the above four 
categories.  First, as a survey of the status of personal information protection, there 
is the study by S. Hashimoto (2002), who found that the Personal Information 
Protection Law did not fully protect personal information in the 2000s, when the 
formulation of privacy policies had not progressed.  Even with progress in policy 
formulation, A.M. Arellanop et al. (2018) pointed out that personal information was 
not sufficiently protected, using medical information as an example. 
 　 In addition to M. Numao (2006) and A. Aljeraisy et al. (2022), who pointed out the 
inadequacy of privacy protection regulations as a whole, not just privacy policies, 
and advocated the creation of a privacy protection system.  M. Warkentin et al. 
(2011) analyzed what influences firms’ compliance with privacy policies. 
 　 These studies, however, like the ones I have seen in the previous sections, do 
not focus on rendition.  Currently, people’s personal information is supposed to be 
protected in writing by privacy policies.  On the other hand, rendition mechanisms 
that convert such personal information into data and buy and sell it have been 
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established and continue to operate without restrictions.  And an analysis of 
existing research in this chapter reveals that no research has been conducted on 
such a current situation. 
 　 The studies included in (1), (2), (3), and (4), which are related to improving users’ 
understanding of privacy policies and thereby improving their intention to use 
services, are not necessarily unrelated to promoting rendition.  Nevertheless, not 
only are they not targeted at rendition, but they are also not designed with 
rendition in mind.  This suggests that existing privacy policy studies have not even 
recognized rendition as an issue.  If this is the case, then they were only extremely 
inadequate studies for the protection of individual privacy. 

 4．NECESSARY PERSPECTIVES: INSTRUMENTALISM, FREE WILL AND 
SELF-MANIPULABILITY 

 　 Then what perspective should privacy policy research focused on rendition 
take? As indicated in Chapter 1, rendition is the process by which digital service 
companies transform people’s experiences into data and hand it over to other 
companies.  In this chapter, I organize Skinner’s “Other One” mode of thinking, 
which underlies surveillance capitalism, to identify clues for conducting privacy 
policy analysis focused on rendition.  I will then examine the perspectives needed 
to conduct privacy policy research. 

 4.1．Operant conditioning and free will 

 　 Skinner’s thought is that if the manipulator, whose goal is to manipulate people 
as intended, views people not as individuals with personalities but as “others,” or 
groups of “organisms,” and manipulates human behavior from the level of desire, 
the manipulator can elicit the intended behavior.  In this section, I will introduce 
this mode of thinking presented by Skinner, with particular focus on its relation to 
free will. 
 　 Skinner’s theory was inspired by the work of I.P. Pavlov 17 , who discovered the 

17　Dogs salivate under the unconditional stimulus of being fed, but when a conditioned 
stimulus of ringing a bell is added before feeding, they salivate just by hearing the bell, even 
if they are not shown the food. Pavlov discovered the mechanism of this “conditioned reflex” 
(Fukumoto 2019).
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mechanism of conditioned reflexes, J.B. Watson 18 , who studied reflex behavior with 
a focus on conditioned reflexes in the field of psychology, and E.L. Thorndike, who 
discovered the “law of effects,” which states that among the responses animals 
make to stimuli, responses that have some form of effect tend to occur in 
association with the stimulus (Kanahara 2011: 3). 
 　 All of these studies took the position that all human behavior is not caused by 
man’s own will, but by external stimuli; Skinner placed the behavioral reflexes 
pointed out by Pavlov in the context of classical conditioning theory, and in 
particular, he developed “operant conditioning,” which developed from Thorndike’s 
study.  Operant conditioning is a type of conditioning in which a specific stimulus is 
applied to a subject to induce a spontaneous behavior other than the direct 
response to the stimulus, so that the behavior can always be elicited when the 
stimulus is applied.  Skinner argues that by manipulating the behavior produced in 
response to a stimulus, it is possible to induce people to voluntarily perform a 
behavior that is desirable to the operator. 
 　 Zuboff calls this surveillance capitalism, in which companies that provide digital 
services interfere with people’s actions and thoughts, manipulating them into 
choosing behaviors that increase the provider’s profits.  She points out that the 
system of surveillance capitalism uses what Skinner calls an “operant conditioning” 
approach.  Zuboff’s point that “Skinner’s vision is brought to life in the relentless 
pursuit of surveillance capitalism’s economic imperatives and the ubiquitous digital 
apparatus that surveillance capitalism creates and harnesses to its novel aims.” 
(Zuboff 2019=2021: 428) is that through digital devices like smartphones, people to 
act in ways that benefit the corporations under surveillance capitalism, a system of 
operant conditioning is being used. 
 　 Regarding the implementation of Skinner’s vision in surveillance capitalism, 
Zuboff further argues that people’s actions in digital services are not the result of 
their own free will choices, but are the result of the addition of external factors, 
including digital nudges.  Nevertheless, she says that in these services, people are 
“ made to appear ” as if they themselves are freely choosing their actions.  In other 
words, she strongly criticizes surveillance capitalism as an erosion of people’s free 

18　Watson argued that for psychology to be a science, it should not focus on something as 
vague as the mind, and that research should focus on conditioned reflexes (Kanehara 2011).
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will 19 . 
 　 Behaviorist psychology, including Skinner’s theory, has been criticized since its 
publication for its dehumanizing effect, with A. Kohn (2001) claiming that Skinner’s 
theory uproots humanity and removes the elements that make human beings 
human.  On the other hand, psychologist S. Pinker (2004), science journalist M. 
Brooks (2010), and O. Miyagi (1968), among others, argued in defense of Skinner, 
claiming that it is an illusion to believe that humans act by free will in the first 
place (Kanehara 2011).  Miyagi, in particular, points out that what people consider 
to be freedom is merely a “sense of freedom.  For example, if a child tries to eat 
what he or she wants to eat and is scolded by his or her parents, the child will stop 
eating for fear of punishment.  In this case, the child would feel as if he or she 
voluntarily made the choice not to eat, but in reality, the child is only making the 
choice out of fear of punishment.  This is not a true act of free will, but merely the 
formation of a sense of freedom. 
 　 Thus, even before Zuboff’s theory, there were arguments against Skinner’s 
theory, such as whether operant conditioning undermines free will, and whether 
free will exists in the first place 20 .  In response to these arguments, Zuboff points 
out that free will is the human condition and the root of human nature.  She also 
makes the following interesting point about free will and privacy protection.  She 
states that in a system of surveillance capitalism based on operant conditioning, 
“There is ... only the steady displacement of the will to will that has been embodied 
in self-determination, enpressed in the first-person voice, and nourished in the kind 
of sanctuary that depends upon the possibility of private life and the promise of 
public freedom.” (Zuboff 2019=2021: 436).  This “new will” is action and thought 
through operant conditioning.  And as surveillance capitalism permeates, the 
supposedly free will of the individual is being “replaced” by this “new will”. 
 　 Zuboff believes that privacy protection promotes free will.  Therefore, she 
believes that privacy protection is closely related to opposing surveillance 
capitalism, which denies individual free will.  However, she notes that the current 

19　And Zuboff adds that this own idea is by no means “not an indulgence in nostalgia or a 
random privileging of the pre-digital human story as somehow more truly human” (Zuboff 
2019=2021: 380).

20　Regarding free will, Zuboff notes that people can influence the future through their own 
free will and that “ the assertion of freedom of will also asserts the right to the future tense as a 
condition of a fully hunan life .” (Zuboff 2019=2021: 381).
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privacy institutions and laws are not designed to protect privacy.  The problems 
with existing privacy policy research that we have seen so far are also indicative of 
this very thing.  In other words, privacy policy researchers have completely 
overlooked the very areas that Zuboff sees as the keystone of privacy protection. 
 　 Unfortunately, however, Zuboff does not go into the specifics of the relationship 
between privacy protection and free will, and thus surveillance capitalism, and her 
discussion remains abstract.  Therefore, I will now focus on the relationship 
between privacy protection and free will in order to examine what perspectives 
are needed for privacy policy research that incorporates a rendition perspective. 

 4.2．Free will and privacy: deprivation of self-manipulability 

 　 In considering the concept of privacy, while the majority of research has been 
conducted from the perspective of victims of the invasion of privacy, T. Sakamoto 
(2009) has raised the importance of considering privacy from the perspective of the 
“assailant” of the invasion of privacy, that is to say, he pointed out the importance 
of considering privacy from the perspective of the “infringing” party.  He argued 
that the privacy issue should be considered not from the perspective of the party 
whose personal secrets or hidden things are revealed or whose personal 
information is leaked  , but also as an issue of information production, in which 
personal information is produced regardless of the facts or will of the individual 
and used for the producer’s own benefit 21 . 
 　 Sakamoto bases this argument on the theories of E. Goffman (1961=1984), who 
conducted fieldwork with inpatients in psychiatric wards and the staff who treat 
and care for them, as well as the organizational, institutional, and institutional 
environments for diagnosis, treatment, and care (“ Asylum ”).  In these institutions, 
inmates are indeed under total “surveillance” and are not free to make their own 
choices about their behavior.  Nevertheless, at least some of them there engage in 
“secondary coordination,” trying to circumvent institutional rules and conspiring 
with institutional staff, which, according to Goffman, leads to a sense that the 
patients still retain some of their dignity. 
 　 For Goffman, society is nothing more than a social situation brought about by 

21　In this regard, Sakamoto noted that secrets and concealments may also be communicated to 
others depending on the situation, and personal information may also be registered as needed, 
and that the content of the information is not the issue.
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face-to-face interaction.  From this sociological perspective, in every social situation, 
people live by creating their own selves “outside” of the society, that is, “outside” of 
their individual social situation, through which they manipulate their selves toward 
the society.  That is to say, in every social situation, people live by creating their 
own self for each situation and presenting it to others in the situation.  In doing so, 
the place where the self is created is always outside of the social situation, and that 
is where the self is generated.  This way of life is a way of relating people to 
society that is unique to modernity, and here I can see the connection between the 
dignity, autonomy, or sanctity of the modern individual and dramaturgy in 
Goffman’s sociology. 
 　 Even in mental hospitals (asylums), which seem to be completely supervised 
institutions, the inmates who are committed there generate themselves differently 
from that required by the institution in the form of “secondary adjustment” and 
attempt to manipulate the social conditions of the institution in various ways.  
Moreover, they are to some extent successful in their attempts.  Through these 
observations, Goffman reveals the dignity and meaning of the individual that can 
exist even in these environments.  That is, even in an environment of total 
surveillance, people behave in such a way that they find their own dignity through 
having an outside of the social situation and finding cracks here they can behave 
manipulatively in some way toward society. 
 　 In other words, the place where the self is created is always outside of the social 
situation, and that is where information about the self is produced.  He pointed out 
that human dignity lies in “self-manipulability,” in which people create a desirable 
self for themselves by deciding how they behave and act, and by manipulating 
themselves to disclose or conceal information about the self. 
 　 From this, Sakamoto says that the meaning of privacy lies in the fact that each 
individual can manipulate his or her own self and have a self outside of the social 
situation that he or she can create for himself or herself.  In other words, he 
pointed out that each individual is able to create his or her own self which is 
suitable for each social situation, and that the ability to create and maintain one’s 
own social face through this process is what brings about the dignity of the human 
being in modernity. 
 　 He then stated that the place where the self is generated was in the private 
sphere in modern society, but in modern society, it has shifted to the information 
system.  In modern society, where the status system has been eliminated, people 
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are now free to create and perform themselves.  Individuals are now in a position 
to manipulate themselves in the private sphere.  However, in today’s data-driven 
information society, the place where the individual self is created has shifted to the 
information system, which is “outside” the self.  For example, driver’s licenses and 
credit cards, which serve as proof of identity, have been converted into data, and 
information about one’s inner self, such as personal preferences, has been converted 
into data in the form of purchase histories. 
 　 In this changing site of self-production, many of today’s digital services predict 
people’s behavior through rendition and manipulate their behavior to increase their 
profits.  In other words, it is no longer possible for individuals to freely direct 
themselves.  In other words, people lose their self-manipulability through the use of 
digital services. 
 　 The loss of self-manipulability means that people are deprived of their free will 
to freely create themselves.  In the case of digital services, if people can select 
information to be provided to the information system from among information 
about themselves, or if there is room for manipulation of personal information 
consisting of data, self-manipulability can be said to be barely preserved.  However, 
today, most services do not have such a mechanism 22 .  Therefore, users provide 
data brokers with all information generated through the use of digital services, 
whether they like it or not, but they are not involved in the production process of 
new information that is created from such information. 
 　 Not only that, people are manipulated in their behavior through rendition using 
data collected by digital services.  This means that people today are no longer able 
to direct themselves based on their free will and have lost their self-manipulability.  
Thus, it can be pointed out that rendition is a denial of human dignity since 
intervening and manipulating human free will leads to the deprivation of human 
self-manipulability. 
 　 As the previous research organized in Chapter 3 points out, existing privacy 
policy research does not include a perspective on rendition, with Zuboff accusing 
privacy policies of not explicitly stating that users’ data will be handed over to 
third parties, even within the rendition mechanism, privacy policies are 
“ surveillance policies ” and a “baroque and perverse” entity that infiltrates rendition 

22　Although “Personal Data Trust Bank” systems exist, in which people can choose what they 
want to offer from the data they generate and sell it for a fee, it is not yet widespread enough.
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without users’ knowledge (Zuboff 2019=2021: 53) 23 . 
 　 Therefore, it can be pointed out that privacy policies may not protect people’s 
self-manipulability.  However, as I have noted in the previous chapters, existing 
privacy policy research has not addressed this point.  In order to conduct research 
focused on rendition, it is necessary to note that privacy policies do not protect 
people’s self-manipulability, but allow the manipulation of people’s behavior for the 
expansion of economic benefits. 

 5．CONCLUSION: PRIVACY POLICY AND SELF-MANIPULABILITY 

 　 This paper pointed out that rendition, which Zuboff identifies as the mechanism 
that forms the basis of surveillance capitalism, is also an important perspective in 
privacy policy research, and I argued that existing privacy policy research has not 
focused on rendition. 
 　 Digital service companies use the data obtained through rendition to manipulate 
the behavior of digital service users.  This destroys the self-manipulability potential 
that people are supposed to have, and threatens their dignity.  In other words, the 
rendition mechanism is the root of this problem.  However, it is clear that current 
privacy policy research has not focused on rendition. 
 　 Therefore, future privacy policy research should focus on whether and in what 
way each digital service company’s privacy policy permits rendition.  In other 
words, there is a need to analyze the content of privacy policies from the 
perspective of rendition. 
 　 In future research, I plan to conduct a content analysis of privacy policies as 
they are actually presented to the public.  Zuboff argues that “Individual privacy is 
a casualty of this (surveillance capitalism) control, and its defense requires a 
reframing of privacy discourse, law, and judicial reasoning.” (Zuboff 2019=2021: 217), 
but the various existing studies mentioned in this paper suggest limitations in 
pointing out problems with policies.  Therefore, there is a need to go beyond the 
existing privacy policy research frameworks to properly identify the problems of 
surveillance capitalism. 

23　In particular, Zuboff criticizes the rendition process by which policies tacitly allow users’ 
data to be sold to third parties, stating that “privacy policies are more aptly referred to as 
 surveillance policies ” (Zuboff 2019=2021: 285).
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